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Abstract 
This study offers a comprehensive overview of document-level classification 
algorithms in scientific research, proposed as an alternative to the journal-based 
categorizations employed by major bibliographic databases such as Web of Science 
and Scopus. These journal-driven schemes often introduce significant inaccuracies in 
both information retrieval and research evaluation, as they fail to categorize articles in 
accordance with their actual content. First, we provide a historical review of the main 
approaches developed since the emergence of scientific databases, highlighting their 
contributions as well as their limitations. Automatic clustering techniques and 
community detection algorithms have represented important advances in the 
organization of scientific knowledge, yet they cannot serve as a practical substitute for 
journal-based classifications. Other approaches, such as those relying on neural 
networks or text mining, face scalability issues that prevent their application at the 
global level of science. The most recent and promising strategies are built upon simple 
algorithms that, starting from existing journal categorizations, reclassify articles into 
the same thematic hierarchies used by bibliographic databases, relying primarily on 
the analysis of straightforward citation and reference patterns. 
 
Keywords 
Classification algorithms; Document-level classifications; Classifications; Science 
classification; Scientific databases; Scientometrics; Citation; Classification schemes; 
ASJC; Scopus; Web of Science. 
 
1. Introduction 
“Science is not science if it is not shared” is a phrase frequently cited today, attributed 
to Nathan Robinson, a researcher at the Institut de Ciències del Mar (CSIC). Although 
Robinson originally used it to highlight the importance of science communication 
through modern channels —particularly social media— it is clear that the progress of 
science would be impossible without the traditional exchange of knowledge among 
researchers through established publication mechanisms. These include books and 
conference proceedings, but especially scientific journals, which in turn serve as the 
main vehicle for the dissemination of articles. Yet, dissemination does not end with 
the act of publishing: other researchers must be able to locate and access this pub-
lished information. In a globalized world with a colossal annual volume of scientific 
output, large bibliographic databases such as *Scopus* and *Web of Science* (WoS) —
which index this output, primarily journal articles, and make it searchable for research-
ers worldwide— have become indispensable tools for the advancement of science. 
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Within these databases, it is necessary to organize publications into scientific catego-
ries. The most traditional method is to classify journals according to their thematic 
scope. In both information retrieval and scientometric studies, it is common practice 
to extend these journal-level categories to all articles published within them, regardless 
of whether the actual content of a given article fully aligns with the journal’s thematic 
focus. This approach introduces significant problems for information retrieval, due to 
the high level of inaccuracy it generates, and poses even greater challenges for scien-
tometrics. Quantifying research output by discipline, as well as measuring scientific 
impact —an essential factor in research funding— becomes problematic, since citation 
practices vary widely across disciplines. 
 
This limitation has been recognized since the very inception of bibliographic data-
bases, leading to numerous attempts to classify articles individually according to their 
own characteristics, rather than by the journals in which they appear. These ap-
proaches are often referred to as *document-level classifications* or *item-by-item 
classifications*. Depending on their design and intended purpose, two broad strategies 
can be identified. 
 
The first involves the use of automatic clustering techniques or community detection 
algorithms, which group publications with similar characteristics into clusters or com-
munities —categories not predefined but emerging from the data itself—. The second 
strategy assigns each publication to one of the thematic categories of a pre-estab-
lished classification scheme —often the same used by the database for journal-level 
classification— through a process of reclustering or, more accurately, (re)classifica-
tion. The assignment is typically based on the analysis of citation networks (citation, 
co-citation, or bibliographic coupling), text mining techniques (mainly term frequency), 
or hybrid methods that combine both to improve accuracy. 
 
Traditional implementations of these methods have faced significant limitations. Clus-
tering techniques, for example, suffer from stability issues, often producing different 
results with each run. They also tend to yield classification schemes that diverge con-
siderably from those currently employed by bibliographic databases, introducing in-
consistency. Moreover, they are computationally demanding, which restricts their ap-
plication to small subsets of scientific output, and many do not allow publications to 
belong to multiple categories simultaneously —an unrealistic constraint—. These same 
limitations are also encountered in (re)classification methods, particularly when they 
incorporate text mining or the more complex forms of citation network analysis such 
as co-citation and bibliographic coupling. 
 
In short, there is a clear need for a system of individual article classification that im-
proves upon journal-based categorizations while overcoming known limitations: one 
that is stable, consistent with the classification schemes already accepted by the sci-
entific community, scalable to the entirety of science, flexible enough to assign articles 
to multiple categories, and sensitive to disciplinary differences —an essential condition 
for any classification system to be genuinely useful in today’s scientific landscape—. 
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When referring to these methods, given the scale of information they aim to process, 
it is appropriate to describe them as *algorithms*. In the current context of artificial 
intelligence, however, the term “algorithm” has acquired an undeservedly negative con-
notation. It is often portrayed as an uncontrollable and opaque force that monitors and 
dictates our lives, even threatening their very existence. Yet, in reality, an algorithm is 
nothing more than a sequence of instructions designed to accomplish a task —some-
thing as simple and harmless as a recipe—. Computers, which are responsible for au-
tomatically processing the vast amounts of information we handle, operate precisely 
through algorithms. An algorithm is simply a formal description of how to achieve a 
desired outcome. 
 
This article provides a retrospective analysis of the main document-level classification 
algorithms proposed in recent decades and examines how they have paved the way 
for the most recent and promising approaches, which are discussed in greater detail 
in the following sections. 
 
2. Background 
Web of Science (WoS) and Scopus are unquestionably the two most widely accepted 
scientific databases within the research community. Both classify scientific journals 
into categories. In practice, for purposes of information retrieval as well as in many 
bibliometric studies, articles inherit the categories assigned to the journal in which they 
were published. There are, however, important differences between the classification 
schemes of the two databases. 
 
Scopus employs the All Science Journal Classification (ASJC) scheme (Gómez-
Crisóstomo, 2011; Wang; Waltman, 2016). It consists of 27 broad subject areas, one 
of which is explicitly multidisciplinary (“1000 Multidisciplinary”), where journals such 
as Nature or Science are placed. The remaining 26 subject areas are subdivided into 
311 more specific subject categories. Notably, each of these 26 areas includes a “mis-
cellaneous” category, designed to accommodate journals covering diverse topics 
within the area or those that cannot be clearly assigned to a specific category. 
 
WoS, by contrast, establishes five broad research areas at its highest level (Arts and 
Humanities, Life Sciences and Biomedicine, Physical Sciences, Social Sciences, and 
Technology). Within these five areas, a second level distinguishes —currently— a total 
of 254 subject categories or disciplines. Unlike Scopus, WoS does not define a dedi-
cated multidisciplinary area, but it does include a pure multidisciplinary category, as 
well as several others explicitly designated as multidisciplinary or interdisciplinary 
(e.g., Computer Science, Interdisciplinary Applications or Humanities, Multidisciplinary). 
Both schemes are widely recognized and extensively used in studies on the structure 
of science (Leydesdorff et al., 2010; 2015; Hassan-Montero et al., 2014). However, they 
are not the only classification systems available. Gläser et al. (2017) provide a com-
prehensive overview of various systems proposed throughout history. Among their 
conclusions, they stress that one of the most persistent challenges faced by all clas-
sification systems lies in defining research areas, given that research fronts evolve 
continuously and boundaries between categories are often blurred. 
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In both WoS and Scopus (as well as in many other bibliographic databases), journals 
can be assigned to multiple categories. By contrast, it is relatively rare to find articles 
that truly span multiple subjects. This situation underscores the necessity of multidis-
ciplinary categories, which serve to accommodate numerous journals with very broad 
thematic scopes. In fact, Zhang & Shen (2024) argue that many journals not officially 
designated as multidisciplinary should arguably be classified as such, given the diver-
sity of topics they actually cover. 
 
According to Wang & Waltman (2016), the average number of categories per journal is 
1.6 in WoS and 2.1 in Scopus. When the calculation is made at the article level (i.e., by 
extending journal categories to all the articles they publish), the average for Scopus 
rises to 2.5, with a clear upward trend over time. Importantly, not all articles in a given 
journal necessarily fall into each of the categories assigned to that journal. Numerous 
studies point out the mismatch between the categories attributed to journals by data-
bases and the actual topics of their articles. Thelwall & Pinfield (2024), for example, 
emphasize that such imprecision occurs especially in journals lacking a clearly spe-
cialized profile, particularly those assigned to multidisciplinary or miscellaneous cate-
gories. 
 
This lack of precision undermines the reliability of journal-based classifications, par-
ticularly in the normalization of citation indicators. Differences in publication and cita-
tion habits across disciplines make normalization essential, yet imprecise classifica-
tions hinder its effectiveness, thereby compromising crucial aspects of research eval-
uation and funding. Several studies have highlighted this issue: 

• Althouse et al. (2009) analyzed disciplinary differences, their evolution over time, 
and their effect on the impact factor. 

• Opthof & Leydesdorff (2010) warned of the consequences for the scientific evalu-
ation of researchers. 

• Lancho-Barrantes et al. (2010b) demonstrated that impact factors in major data-
bases—one of the main indicators used to evaluate researchers—were highly cor-
related with the average number of active references (also indexed in the database) 
per article during the corresponding period, underscoring the need for normaliza-
tion measures. 

• Guerrero-Bote & De-Moya-Anegón (2012) proposed improvements to the SJR in-
dicator by adding further normalization adjustments. 

• Bornmann & Leydesdorff (2017) reported significant asymmetries in citation im-
pact across six major disciplines. 

• Bornmann et al. (2019) compared several bibliometric indicators with different nor-
malization techniques. 

• Andersen (2023) examined statistical risks associated with certain normalization 
approaches applied across highly heterogeneous disciplines. 

• Thelwall & Pinfield (2024) highlighted search and indicator calculation problems 
arising in journals assigned to multidisciplinary or miscellaneous categories. 

 
The problem of normalization becomes particularly complex in the case of journals 
classified as multidisciplinary or miscellaneous. Articles published in such journals, 
when assigned journal-level categories, risk being left without a specific thematic pro-
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file —or conversely, appearing to cover an excessive range of subjects—. For this rea-
son, much research has focused on developing methods to classify articles published 
in multidisciplinary journals (Glänzel et al., 1999a, 1999b, 2021; Fang, 2015; Zhang et 
al., 2022; Zhang; Shen, 2024). 
 
At the opposite extreme lies the approach of assigning each article to a single cate-
gory, a principle that holds particular scientometric interest in certain cases. Proposals 
such as those by Milojević (2020) or Waltman & Van Eck (2012) focus specifically on 
this strategy. Nevertheless, most recent approaches allow multiple assignments (e.g., 
Fang, 2015; Glänzel et al., 2021; Zhang et al., 2022). Zhang et al. (2022) explicitly argue 
that multiple assignments are essential, since authors themselves often conceptualize 
their work as spanning more than one field. Similarly, Zhang et al. (2016), Huang et al. 
(2021), and Thijs et al. (2021) present evidence of the inherently multidisciplinary na-
ture of science. 
 
That said, assigning articles to an excessive number of categories —particularly when 
the connection to some categories is weak— merely reproduces the imprecision of 
journal-based classification, precisely the problem these efforts seek to overcome. The 
literature offers several approaches to limiting the number of categories: 

• Fang (2015) proposed applying a threshold to discard weakly related categories. 
• Waltman et al. (2020) restricted assignments to the top N categories with the 

strongest relationships. 

• Glänzel et al. (2021) developed a more nuanced criterion, allowing only those as-
signments whose strength is not significantly lower than that of the strongest cat-
egory. For instance, if a paper has a 90% association with category A and 10% with 
B, only A is retained; but if the association is 55% with A and 45% with B, both are 
accepted. 

 
In addition to limiting the number of categories, Glänzel et al. (2021) further stipulated 
that no assignments should be made to general multidisciplinary categories, an idea 
also supported by Milojević (2020). At the article level, this restriction is logical: while 
a paper may cover several subjects, even many, it cannot possibly encompass all sci-
entific fields simultaneously. 
 
3. Document-Level Classification Algorithms in Historical Perspective 
Since the late twentieth century, the classification of scientific documents has been 
approached through a wide range of methodological strategies. One of the earliest an-
tecedents can be traced to thesaurus-generation algorithms for knowledge organiza-
tion (Rees-Potter, 1989). Subsequent developments explored algorithms based on ci-
tation links between scientific journals (Marshakova-Shaikevich, 2005; De-Moya-
Anegón et al., 2006; Schildt et al., 2006), as well as classification methods applied to 
specific types of documents such as patents (Lai; Wu, 2005) or even entire journals 
(Zhang et al., 2010). 
 
In parallel, automatic clustering and community detection algorithms were developed, 
notably those proposed by Clauset et al. (2004) and Blondel et al. (2008), which ena-
bled the identification of emerging thematic structures in large volumes of scientific 
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literature. However, these approaches also present important limitations: the incorpo-
ration of new documents can significantly alter results, and the inherent randomness 
of some algorithms may lead to inconsistent classifications even with identical input 
data (Klavans; Boyack, 2005, 2006; Waltman; Van Eck, 2012; Janssens et al., 2008; 
2009). 
 
Within this context, neural network–based algorithms began to show considerable po-
tential for document organization. Early studies (Guerrero-Bote et al., 2002) demon-
strated their capacity to detect meaningful patterns in titles, abstracts, and full texts. 
These techniques have been applied in both supervised learning contexts (Eykens et 
al., 2019) and unsupervised settings (Kandimalla et al., 2021), the latter being particu-
larly dependent on citation networks as the basis for self-learning. 
 
As these approaches matured, hybrid methods emerged, combining citation-based re-
lationships with textual analysis in order to improve classification accuracy. These in-
tegrated methodologies have been widely studied (Glenisson et al., 2005; Janssens et 
al., 2006; 2008; 2009; Boyack et al., 2013; Boyack; Klavans, 2020), benefiting from ad-
vances in content analysis techniques (Boyack et al., 2011), which extend from titles 
and keywords to full-text semantic analysis. 
 
With respect to citation relationships, three fundamental mechanisms have been em-
ployed: simple citation, which links a publication to another when it is cited in its refer-
ences; co-citation, which connects two documents when both are cited by a third; and 
bibliographic coupling, which links two works that share one or more common refer-
ences. A detailed review of these techniques is provided in Šubelj et al. (2016). 
 
The conceptual simplicity of direct citation makes it especially useful for handling large 
volumes of publications with relatively low computational cost. This advantage has 
favored its use in large-scale studies such as those by Boyack & Klavans (2010), 
Waltman & Van Eck (2012), and Klavans & Boyack (2006; 2016). However, one must 
also acknowledge that some publications contain no references, while many others 
include very few. For example, up to 6.5% of Scopus-indexed publications in 2020 con-
tained no active references (i.e., references indexed in the database), and 10.4% con-
tained fewer than three (Álvarez-Llorente et al., 2024). Such cases either prevent or 
significantly complicate classification based solely on citation data without additional 
analytical effort. 
 
Even so, hybrid algorithms have generally demonstrated superior performance in 
terms of both accuracy and coherence. Boyack & Klavans (2020) concluded that com-
bining citation relationships with textual analysis outperforms not only the isolated ap-
plication of each technique but also other approaches based solely on citation rela-
tionships. 
 
Not all studies, however, support this view. Chumachenko et al. (2022) warned that 
textual analysis may introduce noise due to the recurrence of common phrases across 
multiple disciplines. Their proposal focused on semantic full-text analysis, extracting 
relevant concepts and using entropy measures to distinguish between core concepts 
and generic terms. Similarly, Sachini et al. (2022) applied neural network algorithms 
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trained on text to (re)classify publications in the field of Artificial Intelligence. While 
their results were promising, they also emphasized the high computational costs of 
such methods, which limit scalability to very large datasets. 
 
Clustering and other algorithms that generate classification schemes automatically 
also tend to produce categories that diverge considerably from those adopted by bib-
liographic databases, often necessitating manual intervention by experts. To support 
this process, visualization tools such as VOSviewer (Van Eck; Waltman, 2010) and SCI-
mago Graphica (Hassan-Montero et al., 2022) have been developed, allowing interac-
tive exploration of thematic communities and information flows. 
 
To mitigate the variability introduced by clustering and neural network algorithms —
which typically incorporate random factors into their logic— and to improve classifica-
tion coherence, some recent studies have chosen to rely on the thematic schemes al-
ready used by major bibliographic databases. A prominent example, to be discussed 
in the next section, is the work of Milojević (2020), who assigns WoS categories to 
individual articles based on their cited references. The rationale is straightforward: if 
most of a document’s references belong to journals classified in a given category, the 
article itself is assigned to that same category. 
 
Along similar lines, Glänzel et al. (2021) proposed a document-level classification al-
gorithm known as the “Multi-Generation Parametric Model,” which integrates many of 
the approaches outlined above, along with additional innovative concepts. More re-
cently, two algorithms inspired by Glänzel et al. (2021) but incorporating new advances 
—M3-AWC-0.8 (Álvarez-Llorente et al., 2024) and U1-F-0.8 (Álvarez-Llorente et al., 
2025)— have been introduced. These will be discussed in greater detail in the following 
section. 
 
As a synthesis, Figure 1 presents a timeline of the algorithms discussed here, with data 
partly drawn from Álvarez-Llorente (2025). Algorithms that will be analyzed in greater 
depth in the next section are highlighted in yellow. 
 
The proliferation of algorithms based on diverse methodological foundations and 
yielding often divergent results highlights the need for robust comparative criteria to 
assess their relative quality. Waltman et al. (2020) argue that any classification system 
may be considered valid provided it aligns with its intended purpose, while also stress-
ing the importance of objective accuracy metrics and mechanisms for comparing clas-
sification schemes. To enable meaningful comparisons, they propose employing a 
third classification as a benchmark, with a methodology substantially different from 
the two under analysis. For example, when comparing clusterings based on citation 
relationships, they suggest using a classification derived from textual analysis as the 
evaluation criterion, and vice versa. 
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Figure 1. Timeline of document-level classification algorithms addressed in this study. 
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In line with this comparative approach, Boyack & Klavans (2020) developed an evalua-
tion model incorporating three distinct types of accuracy metrics: one based on the 
references of highly cited documents (those with more than 100 citations), another 
grounded in textual analysis, and a third considering pairs of documents linked by fund-
ing acknowledgments. Their results confirmed that combining citation data with tex-
tual content analysis produces superior outcomes —not only compared to the isolated 
use of each technique, but also relative to other citation-only approaches— despite the 
substantial computational costs associated with such hybrid methods. 
 
When evaluating classification accuracy, however, it seems intuitive to consider man-
ual classifications by experts —or better still, by the authors themselves— as the most 
reliable benchmark. The underlying assumption is that manual classification, by its 
radically different nature, offers a valuable perspective against which to assess auto-
mated systems. 
 
One of the first attempts in this vein was that of Šubelj et al. (2016), who comple-
mented quantitative indicators with qualitative assessments by scientometric experts 
to evaluate the quality of automatic clusterings. Another example is the study by Mi-
lojević (2020), in which authors were asked to choose, for their own publications, 
whether the traditional journal-based classification under WoS or the newly proposed 
document-level scheme was more appropriate. The sample included 142 articles, all 
assigned to a single category without a multidisciplinary character. A second phase 
involved manual classification of an additional 100 publications, in which authors were 
asked to assign a category based solely on the article’s title and abstract. 
 
Similarly, Zhang et al. (2022) conducted a study focused on publications in Nature, 
comparing three classification systems: thematic labels assigned by authors upon 
submission (based on the journal’s thematic hierarchy, McGillivray & Astell, 2019), the 
WoS classification via InCites (based on cited references), and the Fields of Research 
(FoR) scheme from the Dimensions database, which employs machine learning tech-
niques. Although the study offered valuable comparisons, its main limitation lay in its 
restricted applicability to a single editorial environment. 
 
These studies underscore both the value and the limitations of manual classifications. 
On the one hand, they provide a human perspective, arguably closer to authors’ original 
intentions, against which to benchmark automated systems. On the other hand, they 
face clear scalability constraints, as their manual nature precludes large-scale applica-
tion. Moreover, author-provided labels inevitably introduce a degree of subjectivity, 
leading to inconsistencies and discrepancies with classifications based on references 
or textual content (Shu et al., 2019; Zhang et al., 2022). 
 
Despite these limitations, author input remains a valuable resource for assessing the 
validity of thematic classifications. To become a truly useful tool, however, it requires 
a broad and representative corpus of publications labeled by their own authors, reflect-
ing adequate thematic, geographic, and disciplinary diversity. 
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With this goal, Álvarez-Llorente et al. (2023) intro-
duced the Author’s Assignation Collection (AAC), 
the largest dataset to date of publications catego-
rized by their corresponding authors. This collec-
tion comprises over 14,000 articles across diverse 
fields of knowledge and regions, classified accord-
ing to a “fractional ASJC” scheme derived from 
Scopus’ ASJC system. In line with the methodological principles outlined in the Back-
ground section, the scheme excludes the Multidisciplinary area and miscellaneous cat-
egories, and allows authors to assign their work —on a weighted basis— to up to five 
categories. Results confirmed significant discrepancies between manual classifica-
tions and those generated automatically through references or textual content. Never-
theless, manual classification is not intended as an operational alternative for organ-
izing science, but rather as a validation and benchmarking tool, offering a qualitatively 
distinct reference point especially valuable for evaluating the coherence and precision 
of automated systems. 
 
4. Document-Level Classification Algorithms: The Present 
The historical analysis of document-level classification algorithms has led to the thesis 
that a strategy based primarily on citation relationships, complemented by pre-estab-
lished classification schemes, offers a balanced and viable solution for large-scale the-
matic classification of scientific output. In this section, we present four recent pro-
posals that share these characteristics, accompanied by a brief analysis of their algo-
rithms. Their main features are summarized in Table 1. 
 
5. Practical Method to Reclassify WoS Articles 
This proposal, introduced in the article “Practical method to reclassify WoS articles into 
unique subject categories and broad disciplines” (Milojević, 2020), hereafter referred to 
as the Milojević proposal, provides a method to (re)classify WoS publications at the 
individual level. It relies on the WoS classification scheme (excluding interdisciplinary 
categories) as well as the 14 broad areas defined in the NSF WebCASPAR Broad Field 
(Javitz et al., 2010), forcing assignments to a single discipline in both cases. 
 
The method is based on “classifying references,” i.e., references to journals assigned 
to a single category (excluding multidisciplinary ones). Each publication is assigned to 
the category that accounts for the majority of its classifying references. It applies to 
all WoS publications up to 2017 that contain at least one reference to another WoS 
item, although many documents remain unclassified due to a lack of such references. 
Iterative applications of the method increase the number of classified articles. 
 

Author’s Assignation Col-
lection (AAC) is the largest 
dataset to date of publica-
tions categorized by their 
corresponding authors 
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Identification 
Practical method 
to reclassify WoS 

articles 

Multi-Generation 
Parametric Model 

M3-AWC-0.8 U1-F-0.8 

Reference 
(Year) 

Milojević  
(2020) 

Glänzel et al.  
(2021) 

Álvarez-Llorente 
et al. (2024) 

Álvarez-Llorente 
et al. (2025) 

Scheme 
NSF WebCASPAR 

Broad Field // WoS 
Modified Leuven-

Budapest 
Fractional ASJC Fractional ASJC 

Areas / Catego-
ries 

14 // 2521 15 / 73 26 / 285 26 / 285 

Máx. categories 
per article 

1 3 5 5 

Relationship 
type 

References 
Two-generation 

references 
Two-generation 

references 

References pre-
classified by their 

citers 

Dataset 

WoS Core Collec-
tion 1900–2017 
with at least one 
active reference 

WoS Core Collec-
tion 2018 with at 
least one active 

reference 

Scopus 2020 with 
≥2 active referen-

ces 

Scopus 2020 with 
≥2 references 

Dataset size 45 million 
Not specified 

(~3.6M) 
3,034,904 3,121,740 

Table 1. Main characteristics of the most recent document-level classification algo-
rithms. 
 
The main strength of this algorithm lies in its simplicity, which allows for rapid execu-
tion with limited resources. However, its restriction 
to single-category assignments limits its useful-
ness for research evaluation, as acknowledged by 
the author, although it shows potential for descrip-
tive bibliometric and science-of-science studies. 
Precision loss is also admitted, as references that 
are not classifying are excluded, and applicability is 
limited to papers with active references. Notably, 
the evaluation of accuracy included small collections of articles manually categorized 
by their authors. 
 
6. Multi-Generation Parametric Model 
This proposal, described in “Improving the precision of subject assignment for disparity 
measurement in studies of interdisciplinary research” (Glänzel et al., 2021), hereafter 
referred to as the Glänzel proposal, is a document-level (re)classification algorithm that 
successfully integrates several of the approaches reviewed earlier while introducing 
new concepts. 
 

 
1 Unlike the other algorithms in the table, this approach consists of two parallel classifications—one into the 14 
broad areas of the NSF WebCASPAR and another into the 252 WoS categories. It is not a single hierarchical classi-
fication in which the 14 broad areas are subdivided into 252 narrower categories. 

The Milojević proposal re-
striction to single-category 
assignments limits its use-
fulness for research evalu-
ation 
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It builds upon WoS journal classifications adapted to the modified Leuven-Budapest 
scheme (Glänzel et al., 2016), which comprises 16 categories and 74 subfields, com-
patible with WoS and JCR. While the model is theoretically based on multi-generation 
citation relationships, in practice it applies only two generations (direct references and 
their references). Three weighting models were tested: M1 (first generation only), M2 
(second generation only), and M3 (weighted combination: 0.618 for first-generation 
references and 0.3822  for second-generation 
references). 
 
Unlike Milojević’s approach, this model allows 
up to three weighted and normalized category 
assignments, with the sum of weights equal to 
1. A threshold rule is applied: a new category 
is not assigned if its weight is less than two-
thirds of the previous one. Assignments to the 
WoS “Multidisciplinary Sciences” category 
(X0) are explicitly excluded. 
 
Precision analyses determined that the M3 
model yielded the best results. Its limitations include the inability to reclassify docu-
ments with few or no references, and difficulties in accurately reclassifying highly mul-
tidisciplinary articles, for which full-text analysis is suggested as a complementary ap-
proach. 
 
7. M3-AWC-0.8 Algorithm 
Presented in “New fractional classifications of papers based on two generations of ref-
erences and on the ASJC Scopus scheme” (Álvarez-Llorente et al., 2024), this proposal 
builds on Glänzel’s M1–M3 models and seeks to improve them by testing various ad-
justments. 
 
First, a “smoothing” parameter is introduced to correct for imbalances between the 
number of first- and second-generation references, mitigating thematic bias caused by 
disciplinary citation practices. Three thresholds (½, ⅔, ⅘) were tested for allowing mul-
tiple category assignments, replacing Glänzel’s fixed ⅔ rule. In addition, two counting 
methods were compared: full counting (assigning a weight of 1 to each category of a 
multi-assigned journal) and fractional counting (assigning a weight of 1/N when a jour-
nal belongs to N categories). 
 
This algorithm uses the Fractional ASJC scheme (Álvarez-Llorente et al., 2023) —the 
Scopus ASJC scheme with the multidisciplinary area and miscellaneous categories re-
moved— and allows up to five simultaneous assignments. 
 

 
2 These values follow the criteria P1 + P2 = 1 and P12 = P2, whereby the second generation is assigned a reduced 
weight equal to the square of the first. 

The Glänzel model allows up to 
three weighted and normalized 
category assignments, with 
the sum of weights equal to 1, 
but a threshold rule is applied: 
a new category is not assigned 
if its weight is less than two-
thirds of the previous one 
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Extensive analysis of these variations fo-
cused especially on publications in multidis-
ciplinary and miscellaneous journals, using 
comparisons with the AAC (Author’s Assigna-
tion Collection) as a benchmark. Results 
showed that the most effective configuration 
was the M3 two-generation model with 
smoothing, fractional counting, and the 0.8 
threshold, which gives the algorithm its 
name. 
 
The study concludes that M3-AWC-0.8 classifications are more homogeneous than 
journal-based classifications (adapted to Fractional ASJC), more consistent with AAC, 
and exhibit other desirable scientometric properties. Its main limitation, once again, 
lies in the significant number of publications with very few references; documents with 
fewer than three active references across both generations were deliberately excluded 
from reclassification. 
 
8. U1-F-0.8 Algorithm 
The most recent proposal, described in “New paper-by-paper classification for Scopus 
based on references reclassified by the origin of the papers citing them” (Álvarez-
Llorente et al., 2025), hereafter referred to as the U1-F-0.8 algorithm, is closely linked 
to Álvarez-Llorente et al. (2024). Like M3-AWC-0.8, it uses the Fractional ASJC scheme 
and allows up to five weighted category assignments per article, facilitating compari-
son between the two algorithms and with the manual AAC classification. 
 
U1-F-0.8 is a one-generation reference-based classification algorithm but introduces a 
novel idea: citation relationships are considered bidirectional. While a citing article is 
influenced by the subject category of the cited article, the cited work is also themati-
cally “attracted” toward the citer. To operationalize this, a pre-classification step as-
signs categories to references based on the citing articles. Unlike traditional methods, 
this enables the classification of both active and inactive references, thereby expand-
ing the number of articles that can be reclas-
sified. Nevertheless, a minimum of three ref-
erences is again required. 
 
After pre-classification, the algorithm per-
forms iterative reclassification. In each itera-
tion, weights from categories not originally 
associated with the journal are removed. This 
process is repeated six times3, followed by a 
seventh iteration without restrictions, produc-
ing two final versions: Journal Limited (JL) 
and Unlimited (U1). Additional adjustments 

 
3 It is repeated six times for the test dataset used in the validation of the algorithm. In practice, however, the iteration 
continues until the algorithm converges, that is, when the difference between the generated classification and that 
obtained in the previous iteration becomes sufficiently small. 

The study concludes that M3-
AWC-0.8 classifications are 
more homogeneous than jour-
nal-based classifications (a-
dapted to Fractional ASJC), 
more consistent with AAC, and 
exhibit other desirable scien-
tometric properties 

Additional adjustments include 
three thresholds for multiple as-
signments (½, ⅔, ⅘) and the op-
tion of fractional normalization, 
where assignment weights are 
divided by the number of refer-
ences in each document to bal-
ance disciplinary citation differ-
ences 
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include three thresholds for multiple assignments (½, ⅔, ⅘) and the option of fractional 
normalization, where assignment weights are divided by the number of references in 
each document to balance disciplinary citation differences. The algorithm is described 
in Álvarez-Llorente et al. (2025) from a formal algorithmic perspective and with a 
somewhat more mathematical approach. Nevertheless, to facilitate its interpretation, 
Appendix 1 provides a simplified explanation. 
 
Results showed that the most effective configuration was obtained in the seventh iter-
ation with fractional normalization and the 0.8 threshold —hence U1-F-0.8—. 
 
Compared to M3-AWC-0.8, the classifications 
produced are similar, but U1-F-0.8 offers 
higher consistency with AAC and other scien-
tometric benchmarks, along with the signifi-
cant advantage of broader applicability to a 
larger set of publications. This positions it as 
a viable candidate for adoption by major bib-
liographic databases for article-level classifi-
cation. A deeper scientometric analysis of 
this algorithm is provided by Peña-Rocha et 
al. (2025). 
  
9. Conclusions 
This study began by examining the challenges faced by major bibliographic databases 
such as WoS and Scopus when categorizing the articles they index, since they do so 
by extending journal-level classifications to individual publications. 
 
Since the emergence of these databases, numerous algorithms for individual article 
classification have been proposed, each with different purposes. Automatic clustering 
and community detection algorithms, while useful for studying research fronts, present 
key drawbacks: they generate unstable classifications with a high degree of random-
ness, rely on schemes that diverge significantly from those used by the databases, and 
often require manual labeling. As a result, they are not suitable for establishing stable 
categorizations of publications. 
 
As an alternative, algorithms that (re)classify articles within the same thematic 
schemes as the databases appear to be a viable option. To determine the thematic 
content of articles, approaches based on various types of citation relationships and 
text analysis have been proposed, although the latter are generally too complex to be 
applied to large-scale datasets. Among these, direct citation relationships emerge as 
the most practical solution. 
 
This tendency is reflected in the most recent proposals we have reviewed. Milojević’s 
(2020) Practical Method to Reclassify WoS Articles is limited by its restriction to single-
category assignments, which reduces precision. The Multi-Generation Parametric 
Model by Glänzel et al. (2021) overcomes this limitation and represents a promising 
approach, but it remains constrained by the large number of articles with few or no 
references, which cannot be reclassified accurately. Building on this, Álvarez-Llorente 

Compared to M3-AWC-0.8, the 
classifications produced are 
similar, but U1-F-0.8 offers 
higher consistency with AAC 
and other scientometric 
benchmarks, along with the 
significant advantage of 
broader applicability to a larger 
set of publications 
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et al. (2024) introduced the M3-AWC-0.8 algorithm, which improves normalization and 
yields more balanced classifications, though it still suffers from the same restriction. 
 
Finally, Álvarez-Llorente et al. (2025) proposed the U1-F-0.8 algorithm, which advances 
beyond this limitation by reinterpreting the directionality of citation relationships. It 
achieves higher consistency with the AAC and incorporates other desirable scien-
tometric features, making it the most effective proposal to date for document-level 
classification. As such, it stands as the most promising alternative to journal-based 
classifications in major bibliographic databases. 
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