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Resumen

La llegada de la inteligencia artificial generativa ha despertado importantes debates
dentro de todos los ambitos sociales incluyendo el de la comunicacion y el de la
educaciéon mediatica. Esta investigacion busca adentrarse en uno de sus efectos
menos conocidos: su impacto eco-social sobre el medioambiente. Para ello se ha
realizado una revisiéon documental de las investigaciones que buscan conocer esta
realidad, analizando mas de 40 publicaciones al respecto. Los estudios encontrados
se focalizan especialmente en el consumo energético con sus consecuentes
emisiones de gases de efecto invernadero, asi como en el consumo de agua. No se
atienden, sin embargo, otras fases de su ciclo de vida como la extraccion de materias
primas o la manufactura de los equipamientos en los que se sostiene la inteligencia
artificial. Encontramos una carencia de estudios que tengan una vision global del
impacto de todo el ciclo de vida de la inteligencia artificial. Los resultados estarian
mostrando un alto impacto de la inteligencia artificial generativa sobre el
medioambiente, con peores repercusiones en los paises del Sur Global a pesar de no
ser sus principales beneficiarios. Los investigadores coinciden en la necesidad de
apostar por una “Green Al” frente a la mayoritaria tendencia actual de la “Red Al", que
prima el rendimiento sin tener en cuenta su sostenibilidad. Esta realidad debiera ser
tenida en cuenta para actualizar las propuestas de educacion mediatica que buscan
un uso mas critico y sostenible de las herramientas digitales asi como para formular
propuestas de politicas globales que minimicen tales impactos.
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Abstract

The arrival of generative artificial intelligence has sparked important debates within
all social spheres, including communication and media education. This research
seeks to delve into one of its lesser-known effects: its eco-social impact on the
environment. To this end, a documentary review of research seeking to understand
this reality has been carried out, analysing more than 40 publications on the subject.
The studies focus especially on its energy consumption, with its resulting greenhouse
gas emissions, as well as on water consumption. However, other phases of its life
cycle, such as the extraction of raw materials or the manufacturing of the equipment
that supports artificial intelligence, will not be addressed. We found a lack of studies
that take a comprehensive view of the impact of the entire life cycle of artificial
intelligence. The results would show a high impact of generative artificial intelligence
on the environment, with worse repercussions in the countries of the Global South
despite not being its main beneficiaries. Researchers agree on the need to commit to
"Green Al" as opposed to the current majority trend of "Red Al", which prioritises
performance without taking sustainability into account. This reality should be taken
into account when updating media education proposals that seek a more critical and
sustainable use of digital tools, as well as when formulating global policy proposals
that minimise such impacts.
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Financiacion

Esta investigacioén se inscribe dentro de proyecto “PID2022-1402810B-100, Indicador
de Responsabilidad Mediatica para la comunicacion de las transiciones eco-sociales”,
Ministerio de Ciencia e Innovacion, Espaia.

1. Introduccion

En la actualidad existe una aparente sintonia entre la digitalizacion y la transicién eco-
|6gica. A medida que avanzamos hacia un mundo mas tecnoldgico vemos surgir cada
vez mas soluciones digitales que buscan contribuir a la sostenibilidad del planeta. Por
ejemplo, la automatizacion de procesos industriales puede optimizar el uso de la ener-
gia y minimizar los residuos y emisiones, o mejorar el consumo de energia y agua en
edificios y hogares, asi como mejorar la eficiencia de varios sectores de la economia
(International Energy Agency, 2017) como la agricultura (Altieri; Nicholls, 2020).

La llegada de la inteligencia artificial no ha hecho sino reforzar esta visidon optimista.
Por ejemplo, en un sentido global, se estima que la inteligencia artificial (IA) podria
ayudar a conseguir 134 de los indicadores para cumplir con los objetivos de desarrollo
sostenible..., aunque también podria poner trabas a la consecucion de 59 (Vinuesa et
al., 2020). En el ambito medioambiental especificamente, no dejan de surgir estudios
que afirman las aportaciones que la IA puede realizar para, por ejemplo, mejorar la
eficiencia en las emisiones de CO2 (Wu et al., 2025), reforzar la sostenibilidad ambien-
tal del uso de la energia en las ciudades (Guo et al., 2025) o el apoyo que realizan en
la transicion hacia las energias renovables (Slimani et al., 2025).

Si bien la tecnologia digital, en general, y la IA, en particular, ofrecen soluciones poten-
ciales para mitigar el cambio climatico, su propio consumo de energia y de recursos
naturales, la contaminacion que producen en los ecosistemas, y su generacion de re-
siduos y de emisiones de gases de efecto invernadero (GEI) suponen un problema por
partida doble: por el crecimiento exponencial de su impacto en el medio ambiente y
por su invisibilidad en la construccion de un relato dominante que sigue sosteniendo
de manera confusa al capitalismo fosilista. Esta invisibilizacién apela directamente al
ambito de la comunicacion.

El caracter determinista de ese relato hace olvidar que estamos ante un fenémeno
mas politico que técnico, y que un andlisis profundo de la situacion requiere identificar
todos los factores que se ven involucrados en el desarrollo tecnolégico, empezando
por los intereses que lo invocan. Tradicionalmente, las Ciencias de la Comunicacién
no han prestado mucha atencion a la materialidad de las tecnologias y su impacto
sobre el medioambiente. Richard Maxwell y Toby Miller, pioneros en generar esta vin-
culacion, sostienen dos razones que explicarian esta realidad:

“First, a cult of humanism adores the cultural devolution afforded by consumer

technologies that generate millions of texts and address viewers and users as



empowered. Second, a cult of scientism adores the mathematization of daily
life afforded by the digital and its associated research surveillance of everyday
life.” (Maxwell; Miller, 2012: 11).

La Educacion Mediatica, aquella destinada a promover una ciudadania capaz de rea-
lizar un uso mas critico, consciente y sostenible de los medios de comunicaciony las
herramientas digitales, tampoco ha destacado por su atencién al impacto material de
los dispositivos tecnoldgicos (Tucho et al., 2014), a pesar de los importantes aportes
de pioneros en la materia como Antonio Lépez (2014; 2021). No es de extraiiar, pues,
que aunque la formacion sobre el impacto de las TIC sobre el medioambiente es parte
del Marco Comun de Competencia Digital Docente (MCCDD) publicado en Espafia en
2017 por el Instituto Nacional de Tecnologias Educativas y Formacion del Profesorado,
revisado posteriormente en 2022, su presencia sea testimonial en los cursos que el
propio INTEF ofrece al profesorado sobre el MCCDD (Gonzalez de Eusebio et al.,
2021).

Efectivamente, los analisis basados en el | 3 tecnologia en si misma no es

determinismo tecnolégico pueden confun- suficiente para afrontar el cam-

dirnos con la idea simplista de que la tecno- bio climatico: se requieren cam-
logia soluciona los problemas ambientales. : q

Esta confusién se convierte en riesgo al bios mas profundos en la es-
eclipsar la urgencia de tomar medidas con-  tructura econdmica y social
cretas precisamente frente al impacto so- para reducir la huella de car-

cial y medioambiental que generan estas hono y las demds formas de
tecnologias para minimizar la huella de car- contaminacién a las que contri-

bono, reducir el expolio de recursos minera- buve la digitalizacién de manera
lesy proteger las vidas humanas que se ven y g

amenazadas por su extraccion y en la fabri- ~ Creciente

cacion de dispositivos, asi como frenar la

acumulacién descontrolada de residuos electrénicos (Tucho et al., 2017). La tecnolo-
gia en si misma no es suficiente para afrontar el cambio climatico: se requieren cam-
bios mas profundos en la estructura econdmica y social para reducir la huella de car-
bono y las demas formas de contaminacién a las que contribuye la digitalizacion de
manera creciente. La actual economia mundial es incompatible con la estabilidad
ecoldgica a largo plazo, y se necesitan cambios radicales en las politicas y practicas
econdémicas para reducir la huella de carbono y lograr la sostenibilidad (Jackson,
2016; Crawford, 2021; Alnafrah, 2025). Del mismo modo, es cuestionable pensar que
la tecnologia pueda resolver los problemas ambientales y sociales porque su causa,
como apuntabamos, no es técnica sino politica (Fernandez Duran; Gonzalez Reyes,
2018:181).

Solo cuando se asume esta necesaria prevencion frente al determinismo tecnolégico
es posible enfocar adecuadamente el debate. En primer lugar, la tecnologia digital
impacta en el medioambiente desde el disefio de sus multiples y numerosos disposi-
tivos hasta la gestion de sus residuos tras ciclos de vida cada vez mas cortos y con
unaimparable huella de carbono generada por su uso (Tucho et al., 2024). En segundo



lugar, este creciente impacto genera un fenomeno de invisibilidad por el que la digita-
lizacion eclipsa el derroche energético inherente al capitalismo fosilista vigente desde
hace mds de dos siglos (Fernandez Duran; Gonzalez-Reyes, 2018; Moore, 2020;
Taibo, 2020) y que se esta viendo ain mas acrecentado a partir de la pandemia de
Covid-19 y con la emergencia de la Cuarta Revolucién Industrial promovida por los
poderes tecnofinancieros (Pigem, 2021).

La ceguera que produce el cortocircuito del falso binomio entre digitalizacién y eco-
logia es parte de ese determinismo tecnoldgico [las conocidas como “twin transi-
tions”, transicion verde y transicion digital (OCDE, 2022)]. La tecnologia no es auté-
noma ni independiente de los factores econémicos, politicos, culturales y sociales
(Winner, 2020).

Como afirmaba Brevini (2020: 4),
"the acceleration of the impact of human interventions on the Earth’s ecosys-
tems identified by climate research coincides with significant rushing and de-
velopment of communication and computational systems". ;Hasta qué punto
se espera que los desarrollos tecnologicos vengan a solventar problemas que
ellos mismos han generado?

La llegada de la inteligencia artificial (IA) generativa ha supuesto, como deciamos, un
nuevo episodio en esta larga serie de la relacion entre la especie humanay el impacto
de sus desarrollos tecnoldgicos. Son multiples los debates éticos y sociales que han
surgido sobre los “efectos colaterales” de esta nueva tecnologia, por ejemplo, en re-
lacion a los sesgos, la privacidad, el aumento de la vigilancia exhaustiva, los derechos
de autoria, la proteccion de datos, la desaparicion de puestos de trabajo y un largo
etcétera (Flores-Vivar, Garcia-Pefialvo, 2023; Alonso, 2024).

Ep la linea de lo refgrldo en Iqs parrafos ante- Este estudio se focaliza en
riores, nuestro estudio se focaliza en uno de los

debates menos atendidos socialmente a pesar uno C!e los d?bates MEenos
del contexto de emergencia climatica en el que ~ atendidos socialmente a pe-
vivimos: el impacto de la inteligencia artificial ~sar del contexto de emergen-
generativa sobre el medioambiente. El objetivo  cia climatica en el que vivi-
principal del estudio es conocer la dimension  mos: el impacto de la inteli-
de tal |mpacto a flq de allm.en'Far una reflexion gencia artificial generativa
que consideramos imprescindible para enmar- . :

car los debates sobre los usos de la IA en los sobre el medioambiente
entornos comunicativos y educomunicativos.

2. Metodologia

Para recopilar el mayor niumero posible de estudios que investigaran el impacto me-
dioambiental de la inteligencia artificial hemos realizado un busqueda exhaustiva en
bases de datos a través de palabras clave combinado con la técnica de “bola de nieve”
aplicada a la creacién del estado del arte hasta obtener un cuerpo lo suficientemente
amplio y significativo que pudiera cumplir con nuestro fin. Somos conscientes de que
han podido quedar investigaciones fuera de nuestra blusqueda, pero consideramos



que la cuarentena de estudios analizados ofrecen la suficiente robustez a los resulta-
dos para cumplir el objetivo de acercarnos a radiografiar el impacto de la IA en el
medioambiente a fin de alimentar el debate sobre sus usos. No es objetivo de este
estudio llegar a una conclusiones definitivas ni definitorias sobre ello (conclusiones,
por otra parte, que los propios investigadores estan lejos de alcanzar a la luz de los
resultados que presentamos a continuacién).

3. Resultados: el impacto medioambiental de la inteligencia artificial

3.1. “Al for sustainability” vs “Sustainability of Al”

Son muchas las investigaciones, mas o menos parciales, que muestran las virtudes
que presenta la A en favor del medioambiente, en lo que se conoce como “Al for sus-
tainability” o “Al for green” (Nishant et al., 2020; Kwame at al., 2022; Schoormann et
al., 2023; Yadav; Singh, 2023; Wang et al., 2024, ademas de las ya citadas en la intro-
duccién). También hay instituciones supranacionales que se han hecho eco de ellas
(OCDE, 2022; Official Journal of the European Union, 2024), y que en boca de las em-
presas tecnoldgicas, se envuelven en un halo marketiniano imbuido de determinismo
tecnolégico en forma de “greenwashing”, como denuncian algunos autores y autoras
(Brevini, 2020; Dauvergne, 2022). La poblacién, al menos en una investigacion reali-
zada en Alemania, parece estar de acuerdo en ver a la IA mas como parte de la solu-
ciéon que del problema (Akyiirek et al., 2022).

Sin negar los avances que la IA puede traer en favor del medioambiente, el problema
es que estos estudios en la linea de “Al for sustainability” tienden en muchos casos a
obviar, infravalorar o tratar superficialmente los impactos que esos mismos desarro-
llos de IA tienen sobre el ecosistema. Como afirmaban Ligozat y Luccioni (2022),
cuando se propone un modelo de “Al for green”, la ganancia que se va a obtener me-
dioambientalmente deberia ser superior a los impactos negativos que este modelo va
a generar. De la sesentena de investigaciones sobre “Al for green” que analizaba su
equipo, cerca de la mitad omitia cualquier evaluacion medioambiental del modelo de
|A investigado, aunque su foco se centrase en aplicaciones para hacer frente al cam-
bio climatico. Una decena de estos estudios realizaba una mencidn general sobre los
impactos y dos decenas presentaban algunas palabras sobre las ganancias me-
dioambientales pero sin ninguna evaluacién cuantitativa, o basadas exclusivamente
en estimaciones indirectas.

En general, los impactos medioambientales de la IA no han sido objeto de interés
hasta hace apenas seis afos con el trabajo seminal de Strubell, Ganesh y McMallum
(2019). Hasta entonces, como sefialaban entre otros Schwartz et al. (2020) y Hender-
son et al. (2020), la mayoria de las investigaciones en |A y machine learning no se
preocupaba de su impacto en el medioambiente y se centraba fundamentalmente en
lograr incrementos en la precision de sus resultados. Es cierto que a partir de esa
fecha, quiza por el contexto creciente de sensibilizacion hacia la crisis medioambien-
tal, la preocupacion entre los investigadores ha ido aumentando, lo cual se ha mani-
festado en varios frentes (Ligozat et al., 2022; Luccioni; Hernandez-Garcia, 2023):



(1) aumento de investigaciones empiricas sobre el impacto, especialmente en
cuanto a consumo energético y emisiones de CO2e7;

(2) desarrollo del concepto “Green Al” (Schwartz et al., 2020; Alonso, 2024) -
una IA que tenga en cuenta su impacto socioambiental— frente a la “Red Al"-
que solo prima los resultados sin escatimar en recursos, o en palabras de
Alonso, "comprar rendimiento a base de usar de forma bruta potencia compu-
tacional aunque lo que se gane no sea proporcional” (op.cit.), lo cual ademas
deja los desarrollos de grandes modelos de IA en pocas manos capaces de
costear infraestructuras de grandes dimensiones—;

(3) creacién de herramientas y métodos para medir el impacto de los desarro-
llos de IA, como “Carbontracker” (Wolff et al., 2020), “Code carbon”, “Experi-

n oo

ment impact tracker”, “Green algorithms”; y

(4) desarrollo de algoritmos y arquitecturas mas eficientes, entre otras.

Alzoubi y Mishra identificaron y evaluaron 55 iniciativas de Green Al, concluyendo en
la necesidad de profundizar en la investigacién empirica sobre muchas de ellas

(2024).

Con todo, muchas de estas investigaciones
—como ponen de relieve varios/as auto-
res/as (Ligozat et al., 2022; Luccioni; Her-
nandez-Garcia, 2023; Guldner y Murach,
2023)- tenian una vision de los impactos
muy reduccionista, centrandose exclusiva-
mente en el consumo energético y las con-
secuentes emisiones de gases de efecto in-
vernadero, y a veces solo de la fase de en-
trenamiento del modelo de IA, sin tener en
cuenta el resto de fases, como la de inferen-
cia? cuando se pone el servicio en uso y que

Muchas de las investigaciones
sobre Green Al se centraban ex-
clusivamente en el consumo
energético y las consecuentes
emisiones de gases de efecto
invernadero, y aveces solodela
fase de entrenamiento del mo-
delo de IA, sin tener en cuenta la
de inferencia

normalmente supone un mayor consumo, ni tampoco una vision amplia del impacto

de todo el ciclo de vida del desarrollo de IA.

Los calculos aislados de una sola tecnologia, con las estimaciones que conllevan, son
siempre complejas y en permanente discusion. Igual ocurre con los impactos de la IA

(Castro, 2024; Luers et al., 2024).

Con todas sus limitaciones y consideraciones, veamos algunos datos que nos apor-
tan las investigaciones sobre el impacto directo de la IA.

1 Didxido de carbono equivalente: Unidad de medida universal utilizada para expresar el Potencial de
Calentamiento Global (PCG) de cada gas de efecto invernadero, expresado como el PCG de una uni-

dad de diéxido de carbono.

2 La inferencia es la capacidad de los modelos de |A para reconocer patrones y sacar conclusiones a
partir de informacién que no han visto antes. Si machine learning utiliza algoritmos y datos de entre-
namiento para hacer que la A imite la forma en que aprenden los humanos, la inferencia aplica lo que
el modelo ha aprendido para decidir, predecir o extraer conclusiones a partir de los datos.



3.2. Impacto de la inteligencia artificial

El estudio pionero de Strubell, Ganesh y McMallum (2019) situaba las emisiones de
CO2e de un modelo grande de procesamiento de lenguaje natural en 284 Kg, cinco
veces mas que las emisiones de un vehiculo medio durante toda su vida. Un estudio
similar, llevado a cabo por personal de Google, ahondaba en el consumo de varios
grandes modelos, entre ellos GPT-3, situando las emisiones de su entrenamiento en
552 toneladas de CO2e (para un consumo energético de 1.287 MWh), emisiones equi-
valentes a tres vuelos ida y vuelta entre Nueva York y San Francisco, segun estima-
ciones de los propios autores. El tiempo total de entrenamiento de GPT-3 se estimo
en mas de 3,5 millones de horas (14,8 dias con 10.000 GPUs) (Patterson et al., 2021).
En el caso de GPT-4, su entrenamiento habria llegado a un consumo de 7.200 MWh
(Kshetri, 2024).

Nétese que aunque puedan parecer cantidades abultadas de emisiones, solo se esta
midiendo la fase de entrenamiento del modelo, sin tener en cuenta fases previas de
preparacion antes del entrenamiento y la fase de inferencia, cuando el modelo se pone
realmente en servicio. La proporcion entre la fase de entrenamiento e inferencia de-
pende mucho del tipo de modelo. Datos globales de grandes tecnolégicas implicadas
en la nube, como Nvidiay Amazon Web Services, apuntaban que el 90% de la demanda
de computacion en la nube seria para la inferencia (Patterson et al., 2021). Datos mas
recientes ofrecidos por Meta sefialan que la inferencia representa aproximadamente
un tercio de su huella de carbono de machine learning, mientras que el resto se debe
a la gestion de datos, el almacenamiento y el entrenamiento (Luccioni et al., 2022).
Para el caso concreto de Facebook, segun reportan ingenieros/as de Facebook Al (Wu
et al., 2022), en las aplicaciones de recomendaciones basadas en |IA, dominantes en
FB, la proporcién entre entrenamiento e inferencia seria del 50-50. Sin embargo, para
su modelo de traduccion, la inferencia asciende al 65% del consumo de recursos. Es-
timaciones de Schneider Electric, por su parte, calculan que el 80% de la carga de tra-
bajo de IA en los centros de datos en 2023 corresponde a la inferencia y el 20 por
ciento al entrenamiento (Castro, 2024).

Con todo, aunque sean cifras variables, _
como sefialaban Ligozat y Luccioni (2021), Aunque el entrenamiento de una
a pesar de que cada pasada por el modelo  herramienta como ChatGPT im-

tiene un menor impacto en relacién con la  plique un alto consumo de ener-
totalidad de la fase de entrenamiento, el he- gl'a y Sus consecuentes emisio-

cho de que cada vez haya mas modelos di- nes. los mas de 6.000 millones
namicos de aprendizaje automatico siem- T ) .
pre activos y listos para su uso ird gene- de visitas mensuales que recibe

rando acumulacién de emisiones dia tras €n su web (datos de octubre
dia. Es decir, aunque el entrenamiento de  2025), con una media de dura-
una herramienta como ChatGPT implique  cidn de 12 minutos y medio, es-
un alto consumo de energia y sus conse- tarian multiplicando continua-

cuentes emisiones, los mas de 6.000 millo- mente la cantidad de emisiones
nes de visitas mensuales que recibe en su



web (datos de octubre 2025), con una media de duracién de 12 minutos y medio
(Duarte, 2025), estarian multiplicando continuamente esa cantidad de emisiones.

Segun datos recogidos por Yu et al. (2024), el consumo de energia para la inferencia
de GPT-3 se estim6 en 160 veces superior por ano al del proceso de entrenamiento
en 2023, pero dado el aumento explosivo de la demanda en el uso de IA, la ratio entre
inferencia y entrenamiento podria ser superior a 1000 en favor de la primera.

No existen datos actuales directos sobre impacto del uso de GPT-4, pero calculos del
Instituto de la Ingenieria de Espafa publicados por la agencia Europa Press situaban
el consumo de energia de una busqueda en ChatGPT entre 3y 33 veces superior al de
una busqueda en Google (Europa Press, 2023), aunque otras estimaciones —aun por
contrastar—, recogidas por Van Rijmenam (2023), lo elevarian hasta mil veces (esto
antes de que Google empezara a utilizar la IA en su buscador). Segun datos publica-
dos por el diario La Vanguardia (Sanuy, 2023), los sistemas de IA respondian en 2023
a 195 millones de solicitudes por dia, aproximadamente, lo cual se traduciria en un
consumo promedio de 564 MWh al dia, 60 veces mas que el consumo promedio diario
de un hogar espafol.

Estos datos se han ido incrementando a lo largo de los afos: si el entrenamiento de
un modelo de machine learning en 2015-16 suponia de media la emision de 487 tone-
ladas de CO2e, para 2020-22 se habia incrementado a 2.020 toneladas (Luccioni; Her-
nandez-Garcia, 2023). Y aunque la eficacia energética de los sistemas se incrementa
con el tiempo, esto podria estar generando un efecto rebote: mas eficacia impulsa a
aumentar el consumo (Akyiirek et al., 2022; Wu et al., 2022; Dauvergne, 2022; Ligozat
et al., 2022; Alnafrah, 2025). No en vano, Google afirmaba que las cargas de trabajo
de machine learning habrian representado un 15% de su consumo total de energia
entre 2019y 2021 (OCDE, 2022). Es mas, atendiendo a los planes de Microsoft y Goo-
gle de sumar la IA a sus buscadores habituales, cuyo uso esta muy por encima de la
utilizacién de modelos aislados como ChatGPT, la potencia computacional necesaria
se podria multiplicar por cuatro o cinco para cada busqueda, con el incremento de
consumo energético que podria implicar (Stokel-Walker, 2023). Schwartz et al. (2020)
recogen como las necesidades de célculo de los sistemas avanzados de |IA se habrian
multiplicado por 300.000 entre 2012y 2018.

Impulsados por la demanda de la IA, segun

calculos de su Department of Energy, en  Con el aumento continuo de la
EEUU los centros de datos para 2028 de- demanda. no seria de extrafar

mandaran como minimo 325 teravatios . . .

hora (TWh), es decir, mas de la que consu- que fueran ciertas las estimacio-
men en un afio paises enteros como Es- N€s que hablan de que para
pafia (246 TWh), Reino Unido (287 TWh) o 2027 la IA podria consumir
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Con este aumento continuo de la demanda, gétiCO de los Paises Bajos
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estimaciones que hablan de que para 2027



la 1A podria consumir anualmente entre 85y 134 TWh, el equivalente al consumo ener-
gético de los Paises Bajos (De Vries, 2023). Seguin datos recogidos por Yu et al.
(2024), la demanda energética de la IA ya habria alcanzado los 108 TWh, comparable
al consumo anual de energia primaria de algunos paises pequefios y medianos como
Islandia (63,7 TWh en 2022), Republica Popular de Corea, (99,6 TWh en 2021) o Irlanda
(186,0 TWh en 2022). Y las emisiones de CO2e asociadas a este consumo energético,
segun estos mismos autores, podria alcanzar los 102,6 Mt. En comparacion, las emi-
siones de CO2 per capita en el mundo son de 4,7 t CO2eq/a, lo que significaria que las
emisiones de carbono de los sistemas de IA emitirian tanto como 21,8 millones de
personas en un afo. A escala mundial, esta cantidad también supera las emisiones
anuales de carbono de mas de 137 paises de todo el mundo en 2022, por ejemplo,
Republica Popular Democratica de Corea (80,6 Mt), Irlanda (74,0 Mt) y Noruega (72,6
Mt) (Yu et al., 2024). Otras estimaciones sugieren que para 2027 el consumo mundial
de energia relacionado con la IA podria ser 10 veces mayor que en 2023 (Luers et al.,
2024).

3.2.1. Impacto del ciclo completo de vida de la IA

A esta ecuacion del impacto energético tenemos que afiadir como variable otras fa-
ses del ciclo completo del consumo energético, aparte de las de entrenamiento y de
inferencia: desde la extraccion de materias primas, pasando por la manufactura de
los equipos necesarios para desarrollar el modelo de IA, su transporte y el fin de vida
de los equipos necesarios. Luccioni, Viguier y Ligozat (2022) realizaron la primera
aproximacion para medir el impacto de un modelo de LLM (large language model), el
BigScience Large Open-science Open-access Multilingual Language Model (BLOOM),
con un numero similar de parametros a ChatGPT-3. Excluyendo la fase de extraccion
de materias primas y de fin de vida, para las cuales no se contaba con suficiente in-
formacion, se tuvieron en cuenta la manufactura de los equipamientos directos para
la implementacion del modelo (sin tener en cuenta infraestructuras como las redes,
equipos de enfriamiento, etc.), las fases de entrenamiento del modelo y su posterior
fase de inferencia (medida a lo largo de 15 dias Ginicamente como prueba piloto). Las
emisiones asociadas al consumo medido para alimentar el equipamiento durante la
puesta en marcha del modelo ascendieron a 24,7 toneladas de CO2e. Sumando el
impacto de la manufactura y del consumo total del equipamiento empleado, el dato
ascendio6 a 50,5 toneladas (aun siendo casos siempre Unicos, extrapolar estos datos
a estudios previos implicaria, pues, duplicar el dato de emisiones al tener en cuenta
una visién mas amplia del impacto del desarrollo de un modelo de IA). A ello habria
qgue sumar los datos de inferencia, que se estimaron en 19 Kgs de CO2e al dia. Notese
que los investigadores descubrieron que el 75% del consumo en la inferencia se pro-
ducia simplemente para mantener el modelo en la memoria del equipo aun sin ser
utilizado.

El menor consumo de BLOOM durante la fase de entrenamiento frente a otros mode-
los como GPT-3 (20 veces menos) fue atribuido por los investigadores al tipo de ener-
gia mas o menos renovable utilizada para alimentar el equipo, que depende directa-
mente del mix energético del lugar donde se ubica. De hecho, uno de los factores que
se revelan como clave ala hora de reducir el impacto del entrenamiento de un modelo
de A es el porcentaje de energias renovables en la ubicacion. Siguiendo el ejemplo



dado por Henderson et al. (2020), imple-
mentarlo en Quebec supondria un im-
pacto 30 veces menor que en Estonia.
Luccioni y Hernandez-Garcia (2023) se-
falaban que esta diferencia podria ascen-
der hasta 60 veces pero que la mayoria de
los modelos estudiados dependia excesi-

Uno de los factores que se revelan
como clave a la hora de reducir el
impacto del entrenamiento de un
modelo de IA es el porcentaje de
energias renovables en la ubica-
cion. Implementarlo en Quebec su-

vamente de combustibles fésiles. No en
vano, los dos principales paises donde se
han venido entrenando los modelos son
EEUU y China, que se situan en el extremo
superior del espectro del carbono, con emisiones de 350 gCO2e/kWh y superiores.
Sumado a ello, ante la creciente demanda de energia, EEUU esta estudiando reabrir
centrales nucleares o instalar las llamadas “centrales nucleares de bolsillo” adosadas
a los centros de datos (Pascual, 2025a).

pondria un impacto 30 veces me-
nor que en Estonia.

Con todo, la estrategia de buscar servidores en paises menos dependientes de los
combustibles fésiles es valida para la fase de entrenamiento pero no para la de infe-
rencia, pues en este caso los servidores deben estar cerca de los/as usuarios/as para
evitar una latencia alta.

3.2.2. Consumo de agua de la IA

Hasta ahora todos los datos giran en torno al consumo energético y las consiguientes
emisiones de CO2e. Pero el impacto de la IA, como de otros desarrollos tecnolégicos,
se extiende mas alla: otra variable a sumar al impacto de la IA es su consumo de agua.
Segun estimaciones realizadas por Li et al. (2023), entrenar GPT-3 habria consumido
700.000 litros de agua limpia (5,4 millones de litros si se sumara el agua empleada
para generar la energia necesaria para alimentar el equipamiento) a lo que se afiadiria
medio litro por cada 10-50 respuestas que ofrece (en funcién de cuando y dénde sea
realizada). Segun estimaciones del investigador de la University of California Riverside
Shaolei Ren, si uno de cada diez trabajadores de Estados Unidos utilizara ChatGPT
una vez a la semana, se consumirian en un afio 435 millones de litros, el equivalente
al consumo de todos los hogares del estado de Rhode Island (mas de un millén de
habitantes) en un dia y medio (Noticias Financieras, 2024).

ChatGPT-4 fue entrenado en el cluster de centros de datos que Microsoft posee en
lowa, un estado que durante la mayor parte del afio cuenta con unas temperaturas lo
suficientemente bajas para refrescar los equipos con el aire ambiental. Pero cuando
llegan los meses de verano, se debe recurrir al uso de agua. En julio de 2022, el mes
anterior a que OpenAl completara el entrenamiento de GPT-4, Microsoft consumié en
este cluster mas de 40 millones de litros de agua, aproximadamente el 6% de todo el
agua consumida en el distrito en ese mes segun datos de la compaiia de aguas
(O’Brien; Fingerhut, 2023).

Y es que los efectos del cambio climatico, con el aumento de las temperaturas, predi-
cen un aumento del consumo de agua para refrigeracién. Asi por ejemplo, poniendo
un ejemplo cercano, alegando esta cuestién, Amazon Web Services solicit a finales



de 2024 a las autoridades aragonesas un aumento del consumo hidrico maximo de
36,4 a 53,9 millones de litros anuales en cada uno de sus tres complejos en la region,
un aumento de un 48% (Pascual, 2025b).

En una mirada global, Li et al. (2023) sefialaron que el consumo acumulado de Google,

Microsoft y Meta en 2022 alcanzé los 2,2 miles de millones de litros, equivalente al

consumo de dos Dinamarcas, incluyendo consumo municipal, industrial y agricola. El

aumento de Google respecto a 2021 fue de un 20% y el de Microsoft, de un 34%.
"Such significant increases are likely attributed in part to the growing demand
for Al', sefialan los autores" (Li et al., 2023: 2).

De acuerdo con su Department of Energy, en 2023 los centros de datos de EE.UU. usa-
ron unos 66.000 millones de litros de agua solo para los sistemas de refrigeracion, sin
tener en cuenta el agua usada para generar la energia. Para 2028, la cifra podria al-
canzar los 124.000 millones de litros (Pascual, 2025).

Si fueran ciertos los datos aportados por De Vries (2023) en relacién a alcanzar para
2027 un consumo anual de entre 85y 134 TWh, la demanda de agua de la IA global
podria dispararse hasta los 4.200-6.600 millones de metros cubicos, lo que superaria
el consumo total anual de agua de entre 4 y 6 Dinamarcas o la mitad del Reino Unido.
La demanda de servicios de IA se espera que aumente un 30-40% anualmente los
préximos 5-10 afos (Luers et al., 2024), por lo que es de esperar, a pesar de las mejo-
ras en eficiencia, que todas estas cifras podrian continuar aumentando.

4. Discusion y conclusiones

Segun los calculos que se estimen, se puede pensar que "The environmental footprint
of Al is staggering" (Wu et al., 2022: 10) o que "The direct impacts of Al on climate so
far are relatively small" (Luers et al., 2024: 718) --aunque estos ultimos autores reco-
gen como su afirmacion hace referencia

solo a los impactos directos—, los indirec-  Aunque el impacto ambiental de
tos son todavia inciertos. la digitalizaciéon es global, los

. : ] efectos no se distribuyen porigual
Los investigadores si parecen estar de ) ial
acuerdo en que si la IA ha llegado para SN0 querecaen especiaimente en

quedarse, sin duda lo menos que pode- 10s paises del Sur Global, que, en
mos exigir es abandonar una “Red Al” in- palabras de la Conferencia de las

sostenible que sélo prima el rendimiento  Naciones Unidas sobre Comercjoy
sin tener en cuenta parametros de soste-  pasarrollo "soportan una carga

nibilidad, hacia una “Green Al” que sélo se :
) que desproporcionada de los costos y
desarrolle si realmente el beneficio va a , L
obtienen escasos beneficios

ser mayor que el impacto global que va a
tener, midiéndose en todo su ciclo de vida
(Van Wynsberghe, 2021). Sin olvidar que aunque el impacto ambiental de la digitali-
zacion es global, los efectos no se distribuyen por igual sino que recaen especial-
mente en los paises del Sur Global, que, en palabras de la Conferencia de las Naciones
Unidas sobre Comercio y Desarrollo, "soportan una carga desproporcionada de los
costos y obtienen escasos beneficios" (UNCTAD, 2024).



Pero mas alla de esto, que deberia darse por descontado, necesitamos hacer otras
reflexiones. En su conferencia “Inteligencia artificial verde y responsable. Un nuevo
paradigma para un futuro mas sostenible”, Alonso (2024) sostenia que
"la privacidad, los sesgos, la posibilidad de manipulacion y vigilancia exhaus-
tiva, la responsabilidad, la sostenibilidad, el monopolio tecnoldgico son verda-
deros problemas reales" asociados al desarrollo de la IA.
Frente a ellos, su respuesta era:
"necesitamos empresas y poderes publicos con cédigos éticos y morales, y
ciudadanos mas y mejor informados y criticos".

No en vano, el sélido estudio de Alnafrah (2025) analizando el despliegue de la Ay
su impacto medioambiental en 56 paises a lo largo de una década (2013-2023) con-
firma el alto impacto que conlleva tanto en incremento de emisiones de CO2e como
en degradacion ambiental en conjunto especialmente en contextos sin politicas am-
bientales sélidas. Y es que, como muestra el autor, se necesitan regulaciones ambien-
tales estrictas para encaminar y contrarrestar los efectos negativos del desarrollo de
la IA, que deberian ser globales al ser también globales sus efectos como deciamos,
ya que sin ellas

"Al technologies tend to follow energy-intensive paths driven by market effi-

ciency rather than environmental considerations."

Estas conclusiones son una llamada clara para incluir este debate en los programas
de educacion mediatica a fin de lograr una ciudadania capaz de tomar posiciones
mas criticas. Mas aun si tenemos en cuenta que tales respuestas publicas son hasta
la fecha cuanto menos tibias.

La aprobacién del Reglamento de Inteligencia Artificial de la Unién Europea (2024) nos
ofrece algunas pistas para reflexionar a este respecto. Esta normativa se presenta
como modelo a seguir para futuras legislaciones en otras latitudes aunque no es de
esperar que los polos principales de desarrollo de la IA —-EEUU y China-- tengan mucho
interés en seguir su estela.

Por un lado, es necesario preguntarse sobre cual es el valor fundamental que prima a
la hora de regular la IA. La propuesta inicial de la Comision Europea senhalaba como
objetivo del Reglamento:
"to improve the functioning of the internal market by laying down a uniform le-
gal framework in particular for the development, marketing and use of artificial
intelligence in conformity with Union values", y en segundo lugar, promover "a
high level of protection of health, safety and fundamental rights" (European Un-
ion, 2021).

Es decir, primero el mercado, después el interés general.

La enmienda 140 aprobada por el Parlamento Europeo el 14 de junio de 2023 invertia
el orden, destacando en primer lugar la promocion:



"the uptake of human-centric and trustworthy artificial intelligence and to en-
sure a high level of protection of health, safety, fundamental rights, democracy
and the rule of law, and the environment from harmful effects of artificial intel-
ligence systems in the Union while supporting innovation." (European Parlia-
ment, 2023)

Finalmente, el 13 de marzo de 2024 se aprobo el Reglamento definitivo, que propone:
"To improve the functioning of the internal market by laying down a uniform
legal framework in particular for the development, the placing on the market,
the putting into service and the use of artificial intelligence systems (Al sys-
tems) in the Union, in accordance with Union values, to promote the uptake of
human centric and trustworthy artificial intelligence (Al) while ensuring a high
level of protection of health, safety, fundamental rights as enshrined in the
Charter of Fundamental Rights of the European Union (the ‘Charter’), including
democracy, the rule of law and environmental protection, to protect against the
harmful effects of Al systems in the Union, and to support innovation." (Euro-
pean Council, 2024)

Queda claro, pues, que se da prioridad al desarrollo del mercado frente al de los valo-
res.

Por otro lado, ciertamente, la normativa europea recoge cierta preocupacion por el
impacto medioambiental de la IA, las enmiendas introducidas por el Parlamento Euro-
peo en junio de 2023 hacian especial hincapié en que los sistemas de IA pueden tener
un gran impacto medioambiental y un elevado consumo de energia durante su ciclo
de vida, obligando a los sistemas de IA a tener en cuenta los métodos correspondien-
tes al estado de la técnica y las normas aplicables pertinentes para reducir el con-
sumo de energia, el uso de recursos y la generacion de residuos, asi como para au-
mentar la eficiencia energética, y la eficiencia general del sistema (European Parlia-
ment, 2023), e incidiendo en varias medidas para garantizar este proceder. Sin em-
bargo, el Reglamento finalmente aprobado en marzo de 2024 descafeina estas obli-
gaciones, reduciéndolas fundamentalmente a peticiones de informacion sobre estas
cuestiones para avanzar en procesos de normalizacion y elaboracién de cédigos vo-
luntarios de conducta.

¢En quién debemos confiar entonces para que los desarrollos basados en IA estén
realmente al servicio de las personas y no exclusivamente del mercado, para que la
sostenibilidad de la propia IA no ponga en riesgo sus aportes a la sostenibilidad del
planeta?

Como hemos senalado, el abordaje dominante en las Ciencias de la Comunicacién no
contempla —o lo hace de forma muy tangencial— el impacto material del entramado
tecnologico en el medio ambiente, incluyendo los nuevos desarrollos de la IA. Las
alarmas que consiguen hacerse oir son escasas y la mayoria de la poblacién no pa-
rece ser consciente de los efectos negativos que conlleva una transformacién digital
rapida, ubicua y que tiende, de forma dificilmente remediable, a alcanzar cotas de uni-
versal. Siendo conscientes de los avances positivos que la digitalizacién supone en



muchos aspectos y para muchos grupos sociales, consideramos necesario incluir en
los debates en el seno de las Ciencias de la Comunicacion y de la Educomunicacién
un contrapunto, una llamada de atencién sobre las consecuencias negativas y los
riesgos medioambientales y socioeconémicos que quedan eclipsados por la suge-
rente forma en la que las sociedades digitales se imponen en nuestro dia a dia.

Como concluye Alnafrah en su estudio,
"The Al revolution will transform economies and societies worldwide, but
whether this transformation contributes to environmental sustainability or ac-
celerates ecological destruction depends largely on the governance choices we
make today." (2025)
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